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What is Data Science ?

• Data science is an interdisciplinary field that uses 
scientific methods, processes, algorithms and systems 
to extract knowledge and insights from structured and 
unstructured data, and apply knowledge and 
actionable insights from data across a broad range of 
application domains. 

• Data science is related to data mining, machine 
learning and big data. 

• Data science (DS) is a multidisciplinary field of study 
with goal to address the challenges in big data.

• Data science principles apply to all data – big and small.



Artificial Intelligence

• Artificial intelligence (AI) refers to the 
simulation of human intelligence in machines 
that are programmed to think like humans and 
mimic their actions. 

• The term may also be applied to any machine 
that exhibits traits associated with a human 
mind such as learning and problem-solving. 



Major AI Approaches 

• Two Major AI Techniques
– Logic and Rules-Based Approach

– Machine Learning (Pattern-Based Approach)



Machine Learning

• Machine learning is an application of artificial intelligence (AI) 
that provides systems the ability to automatically learn and 
improve from experience without being explicitly 
programmed. Machine learning focuses on the development 
of computer programs that can access data and use it learn for 
themselves.

• The process of learning begins with observations or data, such 
as examples, direct experience, or instruction, in order to look 
for patterns in data and make better decisions in the future 
based on the examples that we provide. 

• The primary aim is to allow the computers learn automatically 
without human intervention or assistance and adjust actions 
accordingly.



Machine Learning



Origins of Machine Learning

• The earliest databases recorded information from the 
observable environment.

• Astronomers recorded patterns of planets and stars; 
biologists noted results from experiments 
crossbreeding plants and animals; and cities recorded 
tax payments, disease outbreaks, and populations. 

• Each of these required a human being to first observe 
and second, record the observation. 

• Today, such observations are increasingly automated 
and recorded systematically in ever-growing 
computerized databases.



Classic Systems



Adaptive Systems



Machine Learning



Machine Learning

• The field of study interested in the development of 
computer algorithms for transforming data into 
intelligent action is known as machine learning.



Timeline 



Real Life Examples

• Internet Search
• Digital Advertisements (Targeted Advertising and re-

targeting)
• Recommender Systems
• Image Recognition
• Speech Recognition
• Gaming
• Price Comparison Websites
• Airline Route Planning
• Fraud and Risk Detection
• Delivery logistics



Internet Search



Targeting Advertisement



Recommender System



Image Recognition



Speech Recognition



Computer Games



Price Comparison Website



Airline Route Planning



Fraud Detection



Delivery Logistics



Uses 

• Predict the outcomes of elections
• Identify and filter spam messages from e-mail
• Foresee criminal activity
• Automate traffic signals according to road conditions
• Produce financial estimates of storms and natural 

disasters
• Examine customer churn
• Create auto-piloting planes and auto-driving cars
• Stock market predition
• Target advertising to specific types of consumers



Case Study



Recognizing patterns

• Pattern recognition is the automated recognition of 
patterns and regularities in data. It has applications in 
– statistical data analysis, 
– signal processing, 
– image analysis, 
– information retrieval, 
– bioinformatics, 
– data compression, 
– computer graphics and 
– machine learning.



How do machine learn ?

• A commonly cited formal definition of machine 
learning, proposed by computer scientist Tom M. 
Mitchell, says that a machine is said to learn if it is 
able to take experience and utilize it such that its 
performance improves up on similar experiences in 
the future. 

• This definition is fairly exact, yet says little about 
how machine learning techniques actually learn to 
transform data into actionable knowledge.



Training a dataset

• The process of fitting a particular model to a 
dataset is known as training. 

• Why is this not called learning? First, note that the 
learning process does not end with the step of data 
abstraction. 

• Learning requires an additional step to generalize 
the knowledge to future data. 

• Second, the term training more accurately 
describes the actual process undertaken when the 
model is fitted to the data.



Practical Machine Learning

Inputs

Output



Practical Machine Learning



Training a dataset



Training a dataset



Well-Posed Learning Problems

• A computer program is said to learn from 
experience E with respect to some class of tasks 
T and performance measure P, if its 
performance at tasks in T, as measured by P, 
improves with experience E.



Well-Posed Learning Problems - Examples

• A checkers learning problem
– Task T : playing checkers
– Performance measure P : percent of games won against 

opponents
– Training experience E : playing practice games against itself

• A handwriting recognition learning problem
– Task T : recognizing and classifying handwritten words 

within images
– Performance measure P : percent of words correctly 

classified
– Training experience E : a database of handwritten words 

with given classifications



Well-Posed Learning Problems - Examples

• A robot driving learning problem
– Task T : driving on public four-lane highways 

using vision sensors
– Performance measure P : average distance 

traveled before an error (as judged by human 
overseer)

– Training experience E : a sequence of images and 
steering commands recorded while observing a 
human driver



Types of Machine Learning



Supervised Learning

• Supervised learning (SL) is the machine learning task of 
learning a function that maps an input to an output 
based on example input-output pairs.

• It infers a function from labeled training data consisting 
of a set of training examples.

• In supervised learning, each example is a pair consisting 
of an input object (typically a vector) and a desired 
output value (also called the supervisory signal). 

• A supervised learning algorithm analyzes the training 
data and produces an inferred function, which can be 
used for mapping new examples.



Supervised Machine Learning



Supervised Learning : Examples

• Support-vector machines
• Linear regression
• Logistic regression
• Naive Bayes
• Linear discriminant analysis
• Decision trees
• K-nearest neighbor algorithm
• Neural networks (Multilayer Perceptron)



Un-Supervised Learning

• Unsupervised learning (UL) is a type of algorithm 
that learns patterns from untagged data. 

• The hope is that, through mimicry, the machine is 
forced to build a compact internal representation 
of its world and then generate imaginative content. 

• In contrast to supervised learning (SL) where data is 
tagged by a human, e.g. as "car" or "fish" etc, UL 
exhibits self-organization that captures patterns as 
neuronal predilections or probability densities.



Unsupervised Machine Learning



Un-Supervised Learning : Examples

• Clustering methods include: hierarchical clustering, 
k-means, mixture models, DBSCAN, and OPTICS 
algorithm

• Anomaly detection methods include: Local Outlier 
Factor, and Isolation Forest

• Learning latent variable models such as 
Expectation–maximization algorithm (EM), Method 
of moments, and Blind signal separation techniques 
(Principal component analysis, Independent 
component analysis, Non-negative matrix 
factorization, Singular value decomposition )



Reinforcement Learning

• Reinforcement Learning is defined as a Machine 
Learning method that is concerned with how 
software agents should take actions in an 
environment. 

• Reinforcement Learning is a part of the deep 
learning method that helps you to maximize 
some portion of the cumulative reward. 



Reinforcement Learning

• Imagine someone playing a video game. The player is the 
agent, and the game is the environment. The rewards the 
player gets (i.e. beat an enemy, complete a level), or doesn't 
get (i.e. step into a trap, lose a fight) will teach him how to be 
a better player.

• In supervised learning, for example, each decision taken by 
the model is independent, and doesn't affect what we see in 
the future.

• In reinforcement learning, instead, we are interested in a long 
term strategy for our agent, which might include sub-optimal 
decisions at intermediate steps, and a trade-off between 
exploration (of unknown paths), and exploitation of what we 
already know about the environment.



Reinforcement Learning



Conclusion 



Useful web resources

• www.mitu.co.in 

• www.pythonprogramminglanguage.com

• www.scikit-learn.org  

• www.towardsdatascience.com

• www.medium.com

• www.analyticsvidhya.com

• www.kaggle.com

• www.stephacking.com

• www.github.com 

http://www.mitu.co.in/
http://www.pythonprogramminglanguage.com/
http://www.scikit-learn.org/
http://www.towardsdatascience.com/
http://www.medium.com/
http://www.analyticsvidhya.com/
http://www.kaggle.com/
http://www.stephacking.com/
http://www.github.com/
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